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1. (a) Show that for any A C R with m*(A) < +oo, and € > 0, there is an open set O containing
A such that m*(O) < m*(A) + €.
(1) Prove that outer measure of a compact interval is its length.

Show that if m*(A) = 0, then m*(AU B) = m*(B) for any set B. (4+743)
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2. (a) State and prove the countable additive property of the Lebesgue measure.
(b) If {E£,} is a sequence of Lebesgue measurable sets such that E, C E, C -, then prove that
m (lim E,) = limm(E,).
(¢) Show that every non-empty open set has positive measure. (T+5+2)
3. (a) If Fis a Lebesgue measurable set, then show that V = {f : E =R : [is measurable} is a
vector space over R, Further, show that V' is closed under the multiplication of functions.
(b If f is a measurable function and B is a Borel set, show that f~Y(B) is a measurable set.

Show that a continuous real function f is measurable. (44+6+4)

\¢
4. (a) Define the Lebesgue integral of a non-negative Lebesgue measurable function f. Prove t
( § = & hat
f =04 & if ] f dr = (.
(b) Let f be a non-negative measurable function. Prove that there exists a increasing sequence
{#n} of measurable simple functions such that ¢, — f.
(¢) If f and g are non-negative measurable functions and if ¢ is a non-negative real number, then
show that [(cf + g)dz = c [ fdz + [ gdz. (4+5+5)

5. Let [ [a. b} = R be a bounded function.

(a) If f is Riemann integrable, then prove that f is Lebesgue integrable.

(b) If f is an integrable function, then prove that | [ fdz| < [|f|dz. Also discuss the case of
cquality. (8+6)

6. (a) Define a measure and a measure space. Show that LP(X, u), 1 < p < oo, is a vector space
=P Soo,ise

over R.

(b) Define the notion of a convex function. Prove that a convex function defined on an open
interval is continuous. (6+8)

7. State and prove Holder’s inequality. Show that equality occurs if and only if sfP + g7 = 0 a.e for

some constants s and 7, not both zero. (14)
& State and prove Halin'’s lemma and Hahn's decomposition theorem (14)
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Answer any FIVE FULL questions." e (14x5=70)

Define a simply connected region. Give two examples.

Prove that a region Q is simply connected if and only if n(y,a) =0 for all

cycles y in @ and all points a which do not belong to Q.

(2+12)
State and prove residue theorem.
3 dz L TIh
|) show that _ﬂzl:zm?_—n =
i) Evaluate j;”quﬂsE, a>b>0. (8+6)

State and prove argument principle.
How many roots of the equation 2% — 6z + 3 = 0 have their modulus between

1 and 2?
0 sinx dx (7+3+4)

© x24+4x+5

Evaluate [~
Show that arithmetic mean of a harmonic function u(z) over a concentric
circles |z| = r is a linear function of logr. Further, prove that, if u(z) is a
harmonic in a whole disc, then arithmetic mean is constant.
State and prove the maximum principle for harmonic functions.

(7+7)

Prove the Poisson formula for the function u(z) harmonic in |z| < R and

continuous on |z] < R, for each with |a| < R, u(a) = z—lgflzh’?ﬁ:::';u(z) de.

State and prove reflection principle for harmonic functions. (8+6)
If the function f,(z) are analytic and # 0 in a region Q and if f,,(z) converges
to f(z) uniformly on every compact subset Q, then show that f(z) is either
identically zero or never equal to zero inQ.

n
Show that limy, - (1 + E) = e uniformly on all compact subset of the

complex plane. (7+7)
Obtain the Laurent’s development of an analytic function in an annulus

region. Further prove that Laurent development is unique.
1 2
Show that mcotnz = 7 + Z;n:l E;ITZ-”_?)' (9+5)

Define convergence and absolute convergence of [13.,(1 + ay), 1 + a, # 0,vn.
Derive necessary and sufficient conditions for

i) Convergence and

ii) Absolute convergence of [T3-,(1 + ay).
State and prove Poisson-Jensen formula for entire functions.

Show that a meromorphic function is the ratio of two entire functions.
(7+4+3)
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Answer any FIVE FULL questions from the following: (14 x5 = 70)

Let X be a complete metric space and {F,} be a decreasing sequence of
nonempty closed sets in X such that d(k,) - 0. Then prove that Ny, 5,
contains exactly one point.

State and prove the Baire's category theorem. (6+8)

Let p be a real number such that p > 1. Prove that the linear space {, of all

sequences of x = (x,,x;,..) of scalars such that Y2, |x|" < «, forms a Banach

space with respect to the norm given by |lx||, = (}j;‘_‘._ll.\.I")r.’ ‘
(14)
Let N and N’ be normed linear spaces. Prove that the following are equivalent
for a linear transformation T:N — N’
i) Tis continuous.
ii) T is continuous at the origin.
iii) There exists a real number K > 0, such that ||T(x)|| < K||x|| for all x € N.
iv) If § = {x € N:||x|]| < 1} then T(S) is bounded set in N'.

When do we say that two norms in a linear space are equivalent? If L is a
linear space made into a normed linear space by ||.|| and ||.|I' then show that
these two norms are equivalent if and only if there exist positive reals K, and
K, such that K||x|[ < ||x]|' < K||x|| for all x € L.
(9+5)

State and prove the closed graph theorem for a linear transformation between
Banach spaces.
Show that a normed linear space N can be imbedded in its second conjugate
space N™". (10+4)
If T is a continuous linear transformation of a Banach space B onto a Banach
space B’ then prove that T is an open map. (14)
If M is a proper closed linear subspace of a Hilbert space H, then prove that
there exists a nonzero vector z, in H such that z, 1 M.
If M and N are closed linear subspace of a Hilbert space H such that M L N,
then prove that the linear subspace M + N is also closed.
If M is a closed linear subspace of a Hilbert space H, then prove that
H = MeM*. (5+6+3)
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7.a) For a finite orthonormal set {¢,;,e;,...,e,} in a Hilbert space H and x € H show
that x - LiL(x.e)e; Le;, foreach 1< <n.
b) Let (e}, be an orthonormal set in a Hilbert space H. Show that for any vector

x € H, the set {e;:{x, e/ = 0] is at most countable and prove that

Lielix.e)l? < |lx)2.
(4+10)

8. a) Let H be a Hilbert space, prove that for each T € B(H) there exists a unique
operator T* € B(H) such that (Tx,y) = (x,T"y) for all x,y € H.
b) Define a Unitary operator on a Hilbert space H. Show that a unitary operator T

is an isometric isomorphism of H into itself.
(8+6)
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Answer any FIVE FULL questidhs from the following: (14x5=70)

1.a) Prove that a necessary and sufficient condition for a differential equation
P(x.y,2)dx + Q(x,v,z)dy + R(x,y,2)dz = 0 to be integrable is that X.curl X =0.
b) dx dy dz

Find the integral curves of the equations el = R g

c) Test for integrability of yzdx + 2xzdy — 3xydz = 0 and find its primitive.

(7+3+4)
2.a) Prove that there exists a relation of the form F(u,v) = 0 not involving x or y explicitly
. o d(w)
between two functions u(x,y) and v(x,y) if and only if o) =

b) Find the orthogonal trajectories on the cylinder y* = 2z on the curve in which it is
cut by the system of planes x + z = ¢, where ¢ is a constant. (7+7)
3.a) Solve yz(l+ 4xz)dx — xz(1 + 2zx)dy — xydz = Q.
b) Find the equation of the integral surface of the partial differential equation
x(3* + 2z, —y (x? + 2)z, = (x? = y?)z which contains the straight line x+y=0,z=1
(7+7)
4.a) Find the characteristic of the equation z = p? — q* and determine the integral surface
which passes through the circle 4z + x* =0, y = 0.
b) Show that the equation xp—yq =x and x’p + q = xz are compatible and find their
solution. (7+7)
5.a) Find a complete integral of the equation (p* + ¢H)x = pz and hence derive the
equation of an integral surface of which passes through the curve x =0, z* = 4y.
b) Find the complete integral of z* = pgxy using Charpit's method. (7+7)
6.3) solve (Dl — 30D + 20'2)2 = (4x+2) &,
b) Find the particular integral of (D* + DD' + 2D?) z = x%y.
c) Solve (D? +4DD +2D")z = sin(x + 2y). (7+4+3)
7.a) Classify the equation
(1 + x)uy, + (1 + vy, + xu, + yu, = 0 and reduce it to canonical form.
b) Reduce the equation u,, + 2u,, +u,, =0 to canonical form.

(9+5)
8.a) Solveu, —4u,, =0 0<x<1,t>0

Satisfying the initial conditions u(x,0) = x — x?2
u,(x,0) =sintx 0<x<1
Boundary conditions u(0,t) =0 u(1,t)=0 t=0.
b) Solve the one-dimensional diffusion equation in the region 0 <x < m, t =0 subject

to the conditions
a) T remains finite as t - e

b) T=0ifx=0and x=n forallt

X, sz S”/Z

c) Att=0 T=
) {TI—X, n/z SXET®

(7+7)

K KK K K kK K Kk



