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1. a. Prove that the following statements regarding a subset E of R are equivalent: 6

1. E is measurable,

2. For every € > 0, there exists an open set O ini
m*(0 — E) e P containing E such that

3. There exists a G set, G D E such that m*(G — E) = 0.

b. Define a measurable function. Prove that the following statements are equivalent:
1. f is a measurable function.
2. For each a € R,{z : f(z) > o} is measurable.

3. Foreach a € R, {:n : f(z) < a} is measurable.

a. For each a € R, {z : f(z) < a} is measurable.

2. a. If f, g are real valued measurable functions defined on the same measurable set
E and c is any real number, then prove that f+c, fcand f+gare measurable.

b. If f is @ measurable function and f = g a.e. then prove that g is measurable. 4

c. If {fﬂ} is a sequence of measuable functions defined on the same measurable
set then show that sup f, and inf f, are measurable.

3. a. Show that every finite set has zero outer measure.

b. If fand g are measurable functions then prove the following:

1. esssup(f +g) < ess sup f + esssup g.

2.esssup f = —essinf(—f)-

< Show that for any subset A of R, m*(4) = m*(A+ ) where

A+z={a+z|a€ AL

4. a. If A and B are disjoint measurable sets and f is an integrable function then show
thathfda:-i-fodm = [, fde.
b. Let {fn} be a sequence of integrable functions such that -
}:leﬂfnl dx < --00. Then prove that the series Y ooy Jr converges
a.e., its sum f is integrable and ff dz = :c:l ffn dx;
c. State Fatou's lemma. State and prove the Lebesgue monotone convergence 5
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_ a. Define integral of a non-negative measurable function. Show that if f is a non-
negative measurable function then f = 0a.e. if and only if [fdz= 0.

b. Show that if f and g are measurable, |f| < |g|a.e.andgis integrable then
f is integrable.

o Show that a convex function on any interval (a,b) is continuous.
b. State and prove Jensen's inequality.
. a. State and prove Minkowski's inequality.

b. Show that LP(X, ) is a vector space over R.

c. If ¢ is convex on (a,b) anda < s <t <u< b then show that
¥(s,t) < YP(s,u) < P(t,u).
_ a. State and prove the Hahn decomposition theorem.

b. Define a signed measure. If [IX,S,,u\] is a measure space and f is a non-
negative measurable function then prove that $(E) = fEf dp is a measure on
the measurable space [|X,S]].
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onnectivity n then show that every 6

1. a.i)Let{dbea multiply connected region of ¢
cycle y in Q) is homologous to a linear combination of the cycles

N3 Y2y oy Tn-1 @Nd the linear combination is uniquely determined.

ii) Illustrate an annulus and show that the integral of an analytic function
over a cycle is a multiple of a single period whose value is independent of

the radius.
b. Prove that a region is simply connected if and only if (7, a) = 0 for all cycles 8

~ in §2 and all points a which do not belong to §1.

a. State and prove the Residue theorem.

[ 3]

. Also show that the residue at a

b. Find the residue of the function f(z) = (z_a;z—b)

removable singularity is zero.

‘2l

a. Evaluate

27 I
‘ 7
) /0 2 - cosf)d

4
ii}/ ® il B8
c

24 4523

b. C t /ﬂ i >1
_Compute [ ————, @
PUR |, @+ cosd’

cosz

c. Evaluate sdz, c: |z =5

z (p—m)

4 a. Prove that a non-constant harmonic function has neither a maximum nor a
minimum in its region of definition. Also prove that the maximum and minimum

on a closed bounded set E' are taken on the boundary of E.

b. Define a piecewise continuous function and Poisson's integral of a piecewise
continuous real valued function u defined on a unit circle. Suppose f(2) is
analytic in the whole plane, real on the real axis and purely imaginary on the
imaginary axis, then show that f(z) is an odd function.

5. a. Ifu; and ug are harmonic in a region §2, then prove that
fv uidug — ujduy = 0 for every cycle v which is homologous to zero in 1.

b. State and prove Poisson's formula.

6. a. If the functions fn(z) are analytic and non-zero in a region 2, and
if fa(z) converges to f(z) uniformly on every compact suset of 2,
then prove that f(2) is either identically zero or never equal to zero in Q.

b. Show that lim (1 + —z—)” — ¢# uniformly on every compact subset of the
complex plr;::_’(.) =
7. a. If f(z) is analytic in a region Q) containing zp, then show that the representation
f(z) = f(=) + F' (20) ZI:"+. oo+ (20) (Z;Z!O)"+. ... is valid in the largest open
disk of center z, contained in 2.

b. State and prove Weirstrass theorem.

8. L 1 _1 1 1
a. Show that —7o— = 5B TS e .Deduce that wcotz = - + Zn#()[_bn + <) 5
b.State and prove Mittag-Leffler's theorem. ST A AerE O G
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Answer FIVE FULL questions
a. State and prove the Baire’s category theorem.

b. State and prove the Cantor’s intersection theorem.

State and prove Holder’s inequality and hence deduce Minkowski’s inequality for
n—tuples of scalars.

b. Define the equivalence of two norms in a linear space. Let L be a linear space

made into a normed linear space by ||. || and ||.||". Show that these two norms
are equivalent if and only if there exist positive reals K and K3 such that

Ki||z|| < ||z||" < Kallz||, forall z € L.

_Let M be a closed linear subspace of a normed linear space N. Prove that
N /M forms a normed linear space with respect to the norm given by
||z + M|| = inf{ ||z + m|| : m € M}, foreveryz + M € N/M.

b. Prove that the set of all bounded linear transformations B(/N, N') of a normed
linear space N into a normed linear space N' forms a normed linear space with
respect to the norm given by | T| = sup{||T(z)|| : = € N, ||lz|| < 1}.

. Define the conjugate space N* of a normed linear space [N. Show that N canbe
embedded in N**.

b. Let B be a Banach space and N be a normed linear space. If {T,} is a nonempty

set of continuous linear transformations of B into N with the property that
{T;(z)} is a bounded subset of NV for each vector z € B, then prove that

{IIT;||} is @ bounded set of numbers.

State and prove the open mapping theorem.

_If M is a proper closed linear subspace of a Hilbert space H, then prove that
there exists a nonzero vector zg in H such that zg L M.

If M and N are closed linear subspaces of a Hilbert space H such that M L NV,
then prove that the linear subspace M + N is also closed.

. State and prove the parallelogram law in a Hilbert space H. Does the
Parallelogram law hold in the Banach space l?? justify your answer,

. Show that a unitary operator T is an isometric isomorphism of H into itself. Is
the converse true? Justify.

b. Define an orthonormal set in a Hilbert space H. For a finite orthonormal set

{61,82,---,en} in a Hilbert space H and z € H, show that
B Z?:l (x,€) L ej, foreach j,1 < J<n,

a. Define the orthogonal complement M+ of a subspace M of a Hilbert space

H. Show that M+ is a closed linear subspace of H. If M is a closed linear
subspace of a Hilbert space H, then prove that H = M & M-,

b. Let H be a Hilbert space. If T is an operator on a Hilbert space H for which

(Tz,z) = 0 for all z € H, then show that T' = 0. Further prove that an operator
T on a Hilbert space is self-adjoint if and only if (T'z, z) is real for all z € H.
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1. a. Prove that a necessary and suffiecient condition for a differential equation 8
P(z,y,2)dz + Q(z,y, z)dy + R(z,y,z)dz=0 to be integrable is  that
X.CurlX =0. 6

b. Test for integrability of (y+ 2) dz+ (z+2)dy+ (z+y)dz=0 and find its
primitive.

2. a. Prove necessary and suffcient condition that there exists between two functions 6
U(z,y) and V(z,y) a relation F(U,V) =0 not involving Z or ¥ explicitly is
AUV _

&z.y) DU 8
o Test for integrability of yz(1 +4zz) dz — z2(1 + 2zz) dy — xy dz =0 and finc
its primitive.
8

3. a. Find the characteristic of the equation p? + ¢* = 2z and determine the integral
surface which passess through the circle 2 +y?=1landu=1
b. Derive a necessary condition for the compatibility of f(z,y,u,p,q) =0 and 6
g(z,y,u,p,9) = 0.

4. a.Obtain the partial differential equation by eliminating the arbitrary function f
from the following,
iy f(a? +y? + 2%, 22 —2ay) = 0.
- _ Ty
iyu = f(=) .
b. Find the integral surface of the linear partial differential equation
2y(u — 3)uz + (22 — u)u, = y(2z — 3) which passes through the circle
22 +y? =2z,u=0.

5 a. Find the family of surfaces which is orthogonal to one parameter family of 8
surfaces z(z + y) = g8+ 1), where cis a constant, which passes through the
circez?+y* =1,z=1.

6
b. Solve (D? — DD')u = coszcos2y.
ST
6. a. Solve (D?+ DD’ —6D")u = ycosz. ¥ e 8
MANGALORL 57500
: b 6
b. Solve (3D? — D')u = sin(z + y)e®.

7. a. Obtain the solution of the wave equation Uy = c?u,, under the following 6

conditions
i) u(0,t) =u(2,t) =0 iy u(z,0) = sinl5F) i) ug(x,0) =0
b. Classify the equation Ugzg — 28INTUzy — CO8% TUyy — COSTUY = 0 and reduce it 8

into cannonical form.
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8. a. Solve the one dimentional diffusion equation T: = Ty, inthe
region 0 €< z £ m, t > 0 subject to
i) T remains finite as t — 00
i)T=0ifz=0and  =m,Vt

i)Att =0, T v Osz<3

ol et U lm—-g RLEETW

b. Obtain the D'Alemberts solution of the initial value problem of Cauchy
type described as zy — C22;e =0, —oc0 <z <00, 1> 0, initial

conditions z(z,0) = f(z), z(z,0) = g(z), where f and g are twice
continuously differentiable functions on R.
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